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Who am I?



🌈👩💻💜

DATA BIAS





Discovering the data gap



INVISIBLE WOMEN

DATA BIAS

https://www.stylist.co.uk/books/caroline-criado-perez-invisible-women-gender-
data-gap-feminist/253599

https://www.stylist.co.uk/books/caroline-criado-perez-invisible-women-gender-data-gap-feminist/253599
https://www.stylist.co.uk/books/caroline-criado-perez-invisible-women-gender-data-gap-feminist/253599


If they have a heart attack, 
women are 50% more likely to be 
misdiagnosed and more likely to 

die than a man

https://www.newstatesman.com/politics/uk-politics/2019/06/caroline-criado-perez-s-diary-heart-attacks-women-dogs-polling-stations



Since Crashtest-Dummies, designed in the 
1950s, orient to male proportions, women are 

17% more likely to die in a car crash.

2011 a female Dummy was introduced.


In two out of three frontal impact tests, it sits 
in the passenger seat.

https://www.consumerreports.org/cro/2011/08/crash-test-101/index.htm // https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3222446/  // https://
www.washingtonpost.com/local/trafficandcommuting/female-dummy-makes-her-mark-on-male-dominated-crash-tests/2012/03/07/

gIQANBLjaS_story.html 

https://www.consumerreports.org/cro/2011/08/crash-test-101/index.htm
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3222446/
https://www.washingtonpost.com/local/trafficandcommuting/female-dummy-makes-her-mark-on-male-dominated-crash-tests/2012/03/07/gIQANBLjaS_story.html
https://www.washingtonpost.com/local/trafficandcommuting/female-dummy-makes-her-mark-on-male-dominated-crash-tests/2012/03/07/gIQANBLjaS_story.html


Speech recognition, which is 
often used in cars and in 

medicine, is likely to be at least 
13% more accurate for men than 

it is for women.

https://hbr.org/2019/05/voice-recognition-still-has-significant-race-and-gender-biases // http://www.ethicsinnlp.org/workshop/pdf/EthNLP06.pdf  
// https://techland.time.com/2011/06/01/its-not-you-its-it-voice-recognition-doesnt-recognize-women/

https://hbr.org/2019/05/voice-recognition-still-has-significant-race-and-gender-biases
http://www.ethicsinnlp.org/workshop/pdf/EthNLP06.pdf


INVISIBLE WOMEN

• Gender Data Gap

DATA BIAS

https://www.stylist.co.uk/books/caroline-criado-perez-invisible-women-gender-
data-gap-feminist/253599

https://www.stylist.co.uk/books/caroline-criado-perez-invisible-women-gender-data-gap-feminist/253599
https://www.stylist.co.uk/books/caroline-criado-perez-invisible-women-gender-data-gap-feminist/253599


INVISIBLE WOMEN

• Gender Data Gap


• „Default Male Thinking“

DATA BIAS

https://www.stylist.co.uk/books/caroline-criado-perez-invisible-women-gender-
data-gap-feminist/253599

https://www.stylist.co.uk/books/caroline-criado-perez-invisible-women-gender-data-gap-feminist/253599
https://www.stylist.co.uk/books/caroline-criado-perez-invisible-women-gender-data-gap-feminist/253599


INVISIBLE WOMEN

• Gender Data Gap


• „Default Male Thinking“


• Projection error

DATA BIAS

https://www.stylist.co.uk/books/caroline-criado-perez-invisible-women-gender-
data-gap-feminist/253599

https://www.stylist.co.uk/books/caroline-criado-perez-invisible-women-gender-data-gap-feminist/253599
https://www.stylist.co.uk/books/caroline-criado-perez-invisible-women-gender-data-gap-feminist/253599


Human bias translates to Data Bias



What’s data bias?



DEFINITION OF DATA BIAS 

\ˈDĀ-TƏ ˈBĪ-ƏS \ 

AVAILABLE DATA 

…IS NOT REPRESENTATIVE OF THE POPULATION OR 

PHENOMENON OF STUDY 

…DOES NOT INCLUDE VARIABLES THAT PROPERLY 

CAPTURE THE PHENOMENON WE WANT TO PREDICT


…INCLUDES CONTENT PRODUCED BY HUMANS 
WHICH MAY CONTAIN BIAS AGAINST GROUPS OF 
PEOPLE

Prabhakar Krishnamurthy // https://towardsdatascience.com/survey-d4f168791e57



DESIGNING FOR DEFAULTS

Shirley Cards

DATA BIAS

https://design.google/library/fair-not-default/?s=09 

https://design.google/library/fair-not-default/?s=09


PRODUCT DESIGN & BIAS

DATA BIAS

https://design.google/library/fair-not-default/?s=09  // Source (left to right): 
Walt Jabsco, Creative Commons, Classic Film, Creative Commons.

https://design.google/library/fair-not-default/?s=09
https://www.flickr.com/photos/waltjabsco/12727234865/in/photolist-9ckhQY-bBN6Fz-97xKt2-9Q9fSB-koGUgo-koEpvT-koEu38-koGFuw-bjBwhN-bbarEZ-boTaB5-bjBuhY-koF4nH-bjxQMm-9Q9f7p-r4L15M-bBN5LD-9Q9dpt-boTb5s-9Qc2dQ-9Q9hcZ-bBN5uT-rZLAv5-rFz9pT-rHjSLs-rZLxrQ-rZUa1z-rHizpd-bcqR7e-bcqR8e-6JUF1z-3oi48f-rKg2hG-rHZe6u-r3TXCd-rZU918-rZQ6hX-bBN5kF-bBN59Z-aBEg62-9Qc4CN-9QbWqb-8Y8som
https://www.flickr.com/photos/29069717@N02/10466706284/in/photolist-gWUB8b-q2zEqq-nwhJ9E-s5MG6M-jqpQLs-pGPeFG-mfu73g-kEPDVi-jJbqRG-pJZQxc-rrA5A7-nSUdG3-p5sw35-ojvMzq-oJ5pB9-p7TqQc-q8ssmo-kQud4s-kQshY2-phDxLQ-m1Rk5k-pJYXZo-ov8TSm-onSaPo-h27MMP-p93bSz-igerA2-oCtBrX-oFecvj-o3xgj7-kQt87e-n9GRhA-kQt6nn-oimNdX-nwNgJQ-kQsfF6-o1ZjFE-nPB8qs-gqjc8X-gSdvTM-bNYk9F-cMnoah-pDcY2y-q6cB5R-ogZgB8-nDVoYW-oJ5sGh-ataszV-qgVtsn-csrA2Q


DATA BIAS

HARDWARE & DIVERSE TEAMS

https://www.youtube.com/watch?v=YJjv_OeiHmo&t=20s 

https://www.youtube.com/watch?v=YJjv_OeiHmo&t=20s


DATA BIAS

SOFTWARE & DIVERSE TEAMS

https://www.theverge.com/2014/9/25/6844021/apple-promised-an-expansive-
health-app-so-why-cant-i-track 

https://www.theverge.com/2014/9/25/6844021/apple-promised-an-expansive-health-app-so-why-cant-i-track
https://www.theverge.com/2014/9/25/6844021/apple-promised-an-expansive-health-app-so-why-cant-i-track
https://www.theverge.com/2014/9/25/6844021/apple-promised-an-expansive-health-app-so-why-cant-i-track


bias = dead angle



Machines are dumb.



AUTOCOMPLETE

DATA BIAS

https://www.wired.com/story/google-autocomplete-vile-suggestions/



IMAGE RECOGNITION

DATA BIAS

https://github.com/uclanlp/reducingbias 

https://github.com/uclanlp/reducingbias


DATA BIAS

SKEWED DATA

•uneven data


•unintended correlations


•biased collection




Machine Learning !== Neutral



DATA BIAS

FAIR ALGORITHMS

Can unbiased data produce biased results?

https://twitter.com/Chicken3gg/status/1274314622447820801 

https://twitter.com/Chicken3gg/status/1274314622447820801


DATA BIAS

FAIR ALGORITHMS

Can unbiased data produce biased results?


https://twitter.com/Chicken3gg/status/1274314622447820801 

https://twitter.com/Chicken3gg/status/1274314622447820801


DATA BIAS

FAIR ALGORITHMS

Can unbiased data produce biased results?


Multi-level bias


https://twitter.com/Chicken3gg/status/1274314622447820801 

https://twitter.com/Chicken3gg/status/1274314622447820801


DATA BIAS

FAIR ALGORITHMS

Can unbiased data produce biased results?


Fair AI needs fair systems.

https://twitter.com/Chicken3gg/status/1274314622447820801 

https://twitter.com/Chicken3gg/status/1274314622447820801


Why is data bias a problem?

aka 

Why should you care?



We should design machines based on 
the reality we would like to have.



What can we all do about it?



DATA BIAS

RECOGNIZE (YOUR) BIAS



DATA BIAS

RECOGNIZE (YOUR) BIAS

WORK WITH A DIVERSE TEAM



DATA BIAS

RECOGNIZE (YOUR) BIAS

WORK WITH A DIVERSE TEAM

CONTRIBUTE

https://commonvoice.mozilla.org/de



How to detect a

Women’s Heart Attack 🫀🚑 

• CHEST PAIN (PRESSURE, SQUEEZING, FULLNESS)


• PAIN IN ONE OR BOTH ARMS, THE BACK, NECK, JAW OR STOMACH


• SHORTNESS OF BREATH


• COLD SWEAT, NAUSEA, VOMITING OR LIGHTHEADEDNESS.

https://www.heart.org/en/health-topics/heart-attack/warning-signs-of-a-heart-attack/heart-attack-symptoms-in-women

https://www.heart.org/en/health-topics/heart-attack/warning-signs-of-a-heart-attack/heart-attack-symptoms-in-women
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Danke! Fragen? :)



DATA BIAS

MORE ON THE TOPIC

📚 Caroline Criado-Perez – Invisible Women


📚 Janelle Shane – You Look Like a Thing and I love you


🎞 Coded Bias (Netflix)


🎧 …and a lot of podcasts


